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months, when mussel cover in some replicates approached zero. In each plot,

whelk densities were manipulated using 20 cm 3 20 cm stainless steel cages

attached to the rock. Cages either excluded whelks or enclosed two or six whelks

corresponding to a range of densities naturally observed (0, 50 and 150 whelks

per m2, respectively). All treatments were replicated in four large patches in the

mid-intertidal mussel bed. One high-density replicate was lost because of

winter storm damage. Whelk effects were quanti®ed as the difference in mussel

colonization rates (change in per cent cover per month) between -whelk

treatments and +whelk treatments (either low or high density). Although the

results and conclusions were qualitatively identical when effects were measured

using Pain's6 index (data not shown), I present effect strengths in terms of the

difference in colonization rates because this measure, unlike Pain's, does not

assume equilibrium prey abundance16,29.

Factorial experiment. All plots were initially scraped bare and both mussels

and barnacles colonized naturally. Whelks were enclosed at three different

densities (0, 50 and 150 whelks per m2) in 20 cm 3 20 cm cages, and for each

whelk density, barnacles were removed monthly from half the cages. All

treatments were initiated in April over three successive years: 1991, 1992 and

1993. The interactive effects of predator density (none, low, high), barnacles

(present, absent) and start date (1991, 1992, 1993) on mussel colonization rate

was analysed using a randomized block ANOVA. Repeated measures was not

used because, although all three experimental runs were initiated over 3 years in

the same blocks, individual plot localities differed between years. Data (per cent

cover per month) were arcsine (square root)-transformed for analysis.
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A ¯ash of light evokes neural activity in the brain with a delay of
30±100 milliseconds1, much of which is due to the slow process of
visual transduction in photoreceptors2,3. A moving object can
cover a considerable distance in this time, and should therefore be
seen noticeably behind its actual location. As this con¯icts with
everyday experience, it has been suggested that the visual cortex
uses the delayed visual data from the eye to extrapolate the
trajectory of a moving object, so that it is perceived at its actual
location4±7. Here we report that such anticipation of moving
stimuli begins in the retina. A moving bar elicits a moving wave
of spiking activity in the population of retinal ganglion cells.
Rather than lagging behind the visual image, the population
activity travels near the leading edge of the moving bar. This
response is observed over a wide range of speeds and apparently
compensates for the visual response latency. We show how this
anticipation follows from known mechanisms of retinal processing.

Because a moving object often follows a smooth trajectory, one
can extrapolate from its past position and velocity to obtain an
estimate of its current location. Recent experiments on motion
perception5±7 indicate that the human brain possesses just such a
mechanism: Subjects were shown a moving bar sweeping at con-
stant velocity; a second bar was ¯ashed brie¯y in alignment with the
moving bar. When asked what they perceived at the time of the ¯ash,
observers reliably reported seeing the ¯ashed bar trailing behind the
moving bar. This ¯ash lag effect has been con®rmed repeatedly8±10,
and various high-level processes have been invoked to explain it,
such as a time delay due to the shift of visual attention. To assess
whether processing in the retina contributes to this effect we
analysed the `neural image' of these two stimuli at the retinal
output. We recorded simultaneously the spike trains of many
ganglion cells in the isolated retina of tiger salamander or rabbit.
The responses to ¯ashed and moving bars were then analysed by
plotting the ®ring rate in the retinal ganglion-cell population as a
function of space and time.

Figure 1 illustrates the responses of individual OFF-type ganglion
cells to a dark bar ¯ashed brie¯y over the receptive-®eld centre. In
both salamander (Fig. 1a) and rabbit (Fig. 1b), the cells remained
silent for a latency of ,50 ms, then ®red a burst of spikes that lasted
another 50 ms. When the bar was swept over the retina at constant
speed (Fig. 1c, d), these same cells ®red for a more extended period,
beginning some time before the bar reached the position at which
the ¯ash occurred, and extending for a shorter time thereafter.
When the bar was swept in the opposite direction (Fig. 1e, f), it
produced a very similar response, showing that these cells had no
direction-selective preference.

* Present address: Department of Psychiatry and Behavioral Sciences, Stanford University School of

Medicine, Stanford, California 94305, USA.
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From many single-unit measurements such as these, we compiled
the neural image of the visual stimulus in the population of ganglion
cells. This was done by plotting the ®ring rate of every cell as a
function of distance from the bar stimulus and interpolating these
points with a smooth line (see Methods). The neural image of the
¯ashed bar among salamander `fast OFF' cells is shown in Fig. 2a.
After a latency of 40 ms, a hump of neural activity appears that
increases rapidly to a peak at 60 ms, then declines and disappears at
100 ms. As might be expected, the pro®le is centred on the bar. It has
a width on the retina of ,200 mm at half-maximum, close to the size
of the receptive-®eld centre for these neurons11. The width increases
somewhat during the late phase of the response, creating the
impression of an outward `splash'12.

The neural image of the moving bar is shown in Fig. 2b. Again, a
hump of ®ring activity is observed, which now sweeps over the
retina along with the moving bar. If this response were subject to the
same time delay as the ¯ash, one would expect the neural image to
trail behind the visual image of the bar. Instead, the hump of ®ring
activity is clearly ahead of the centre of the bar, and the peak ®ring
rate seems to occur near the bar's leading edge. The same response
occurs when the bar moves in the opposite direction. By super-
posing on this the response to a ¯ash that was aligned with the
moving bar (from Fig. 2a), we ®nd that the two neural images are
clearly separatedÐat the time when the response to the ¯ash peaks,
the response of the moving bar is displaced ,100 mm ahead in the
direction of motion. A very similar displacement between the two
neural images was observed among brisk-sustained OFF cells in the
rabbit retina (Fig. 2c). If subsequent stages of the visual system
estimate the location of the ¯ashed bar and the moving bar by the
position of these humps of neural activity, they must conclude that
the moving bar is ahead of the ¯ashed bar.

How does this apparent anticipation of the moving bar come
about? One suspects that cells ahead of the bar start ®ring early
(Figs 1c±f, 2b, c) when the bar begins to invade their receptive-®eld

centre. The ®ring pro®le does not extend to an equal distance
behind the trailing edge of the bar, perhaps because these ganglion
cells have transient responses: They ®re while stimulation increases
as the bar invades the receptive ®eld, not while stimulation decreases
as the bar leaves it. However, we found that spatial and temporal
®ltering by the ganglion cell's receptive ®eld was by itself insuf®cient
to explain the response pro®les (see below). Instead, there is another
important component, which was revealed in experiments varying
the intensity of the moving bar.

Figure 3a illustrates the response of this neural population to dark
bars of increasing contrast relative to the background. As expected,
bars of higher contrast produced stronger modulations in ®ring.
The peak ®ring rate increased in proportion to contrast at ®rst, but
then appeared to saturate (Fig. 3a, inset). In addition, the shape of
the neural image changed signi®cantly with contrast. At low con-
trast, the peak in ®ring occurred behind the bar's leading edge. At
high contrastÐthe same condition as in Fig. 2Ðthe peak of the
pro®le was ahead of the leading edge, followed by a more gradual
decline in ®ring. The saturation of the peak ®ring rate and the shift
in the response pro®le can be explained if the high-contrast stimulus
somehow desensitizes the response of the ganglion cell after a short
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Figure 1 Responses of two ganglion cells to ¯ashed and moving bars. a, c, e

Results from a `fast OFF' ganglion cell in salamander retina; b, d, f, results from a

brisk-sustained OFF cell in rabbit retina. a,b, Firing rate as a function of time after a

dark bar (90% contrast,133 mm width) was ¯ashed for 15 ms on the receptive-®eld

centre. c, d, Firing rate of the same two cells while the dark bar moved

continuously across the retina at 0.44mm s-1. At time zero, the bar was aligned

with the position of the ¯ash in a and b. e, f, As in c, d, but with the bar moving in

the opposite direction. Error bars denote standard error across repeated

presentations of the stimulus.
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®ring in the population of salamander fast OFF ganglion cells in response to a

¯ashed dark bar (90% contrast,133 mm width, see stimulus trace inb) at a series of

times after the ¯ash (colour scale, 3 ms steps). b, Pro®le of the population

response at four time points following a ¯ashed bar (red, from a), and the same
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moving bars were aligned with the position of the ¯ash; at 62 ms, the ¯ash

response was maximal. Curves in a and b derived from 15 cells. c, As in b, for the
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time delay. In that case, a ganglion cell just ahead of the bar should
be strongly excited as the edge begins to enter its receptive-®eld
centre, but then its response gain gets reduced and the ®ring rate
declines even before the edge is half-way across. A well-known
component of retinal processing that ®ts this description is the
`contrast-gain control'13±15.

Following ref. 16, we incorporated this aspect into a quantitative
description of a ganglion cell's light response (Fig. 4). In this
scenario, the retina integrates the light stimulus over space and
time, with a weighting function k(x,t) given by the ganglion cell's
receptive ®eld, and the resulting signal determines the neuron's
®ring rate. If the stimulus provides strong excitation for an extended
period of time, a negative feedback loop reduces the gain at the
input and consequently the response to subsequent stimulation17.
With just four free parameters, this model produced a satisfying
account of neural responses throughout the entire contrast series
(Fig. 3a). It indicates that the retinal gain is modulated as much as
fourfold during passage of the high-contrast bar (Fig. 3b), which
pushes the response pro®le towards the leading edge of the bar.
Without contrast-gain control the predicted pro®le always lagged
signi®cantly behind (Fig. 3a).

This explanation indicates that there will be clear limits to what
stimuli can be anticipated. For example, if the bar moves fast
enough to cross the receptive ®eld before the contrast-gain control
sets in, then the peak of the ®ring pro®le should lag behind the
leading edge. Figure 5a explores these limits, and shows that up to
speeds of about 1 mm s-1 on the retina, the shape of the ®ring pro®le
among ganglion cells remained essentially unchanged, with a peak
near or ahead of the leading edge. At higher speeds, however, the
response pro®le began to slip signi®cantly behind the leading edge.

This basic relationship was con®rmed for several different popula-
tions of ganglion cells in both rabbit and salamander (Fig. 5b). The
various cell types differed in the extent of anticipation at low
speeds, but all began to show a lag in the neural image at speeds of
1±2 mm s-1. In particular, direction selectivity does not play a
special role in motion anticipation.

In summary, we have shown that the extrapolation of a moving
object's trajectory begins in the retina. In the neural image that the
eye transmits to the brain, the moving object is clearly ahead of the
corresponding ¯ashed object (Fig. 2). According to a successful
model for the ganglion cell's light response (Figs 3, 4), motion
anticipation in these populations can be explained on the basis of
the spatially extended receptive ®eld, the biphasic temporal
response and a nonlinear contrast-gain control. There are several
indications that this retinal mechanism contributes strongly to
human perception of moving stimuli. First, the requisite compo-
nents of our model are well documented in many species. In the
primate retina, a nonlinear contrast-gain control is found
speci®cally in the M-type ganglion cells15, neurons that feed the
central pathways leading to motion perception18. Second, retinal
motion extrapolation breaks down at speeds above 1 mm s-1

(Fig. 5b). This corresponds well with observations on human
subjects: At retinal speeds of 0.3±0.9 mm s-1, perceptual motion
extrapolation appeared to compensate for the entire visual delay5,
whereas at speeds of ,4 mm s-1 only partial extrapolation was
observed10. Finally, the retina anticipates high-contrast stimuli more
than low-contrast stimuli (Fig. 3), a further departure from ideal
extrapolation. Again, this effect has been observed in human
psychophysics9.

In general, an animal is likely to bene®t from anticipating the
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Gain variable g of the gain control model (Fig. 4). Model parameters: v = 0, a = 85
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F(u)g

Gain-control function Feedback filter

Timev

0

1 B
τ

Time

Space

α

θ

s(x,t) r(t)

Stimulus Gain control Linear filter Static nonlinearity Firing rate

Space

T
im

e

u

k(x,t)

Figure 4 Cascade model for a ganglion cell's light response. The stimulus s(x, t) is

multiplied by a gain factor g, convolved with a spatiotemporal ®lter k(x,t), and

recti®ed by a static nonlinear function F(u) to produce the ®ring rate r(t). The

contrast-gain control mechanism (boxed region) takes the output of the linear

®lter u, averages it by exponential ®ltering in time, and uses the result v to set the

gain factor g through a decreasing gain control function g(v). Formally,

u�t� � g�v� #
`

2 `

dx #
t

2 `

dt9 s�x; t9� k�x; t 2 t9�

v�t� � #
t

2 `

dt9 u�t9�B exp 2
t 2 t9

t

� �

g�v� �
1 v , 0

1=�1 � v4� v . 0

(

F�u� �
0 u , v

a�u 2 v� u . v

(

The ®lter k�x; t� is measured (see Methods), and g(v) is taken from a previous,

successful model of contrast-gain control in the salamander retina17. Thus, the

model has four parameters: the threshold v and slope a of the recti®er F(u), and

the amplitude B and time constant t of the gain control ®lter.
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future position of an object, for example to pounce on it or to evade
it. This is particularly urgent when the primary sensory data are
delayed. In principle, this delay could be compensated anywhere
within the behavioural loop, even within the motor system that
executes the response. However, it is advantageous to perform the
correction early, before different sensory pathways merge. For
example, in many animals the retina projects directly to the
tectum or the superior colliculus, where a visual map of space is
overlaid with an auditory map19,20. Auditory transduction in hair
cells incurs a much shorter delay than phototransduction21. If the
visual and auditory images of a moving object should align on the
target map, the compensation for the delay in the visual pathway
must occur within the retina.

It is likely that subsequent stages of the visual system continue
this process, possibly by using a similar mechanism. Within the
visual cortex we can certainly ®nd the requisite components of the
model in Fig. 4: for example, local pooling of excitatory inputs,
time-delayed inhibition and mechanisms of nonlinear gain
control22,23. More generally, there are many instances within the
cortex where variables relevant to our behaviour are mapped onto
two-dimensional sheets of neurons24. If the time course of these
variables produces a smooth trajectory of neural activity on the
cortical map, then a mechanism such as that described here can
predict their future from past observations. M
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Methods

Recording. Retinae were obtained from larval tiger salamanders and Dutch

belted rabbits. A piece of isolated retina was placed ganglion-cell-layer-down on

a multi-electrode array, which recorded spike trains simultaneously from many

ganglion cells, as described previously11,25.

Stimulation. Visual stimuli were generated on a computer monitor and

projected onto the photoreceptor layer, as described25. All experiments used a

background of white light, with a photopic intensity of M = 11 mW m-2. Dark

bars of intensity B were presented on this background, and the contrast of a bar

is de®ned as C = (M - B)/M. A screen pixel of the monitor measured 6.7 mm

on the retina, and each video frame lasted 15 ms. Thus, a bar sweeping at

0.44 mm s-1 moved by one pixel every video frame. Flashed bars were

presented for a single video frame.

Receptive ®elds. The spatiotemporal receptive ®elds of all ganglion cells were

measured by reverse correlation to randomly ¯ickering stripes25, orientated parallel

to the bars from other experiments. Each of the contiguous 13-mm wide stripes was

randomly turned on or off every 30 ms. From ,60 min of recording, we computed

for each ganglion cell the average stimulus sequence in the one second preceding an

action potential. This reverse correlation is a measure of how the ganglion cell

integrates light over space and time. Its time-reverse is the ganglion cell's linear

kernel k(x,t) (ref. 26), which can also be interpreted as the effect of a thin

line ¯ashed at distance x on the cell's ®ring rate at time t after the ¯ash11. As

expected, k(x,t) had a `Mexican hat' spatial pro®le, re¯ecting opposite effects

from centre and surround27, and a biphasic time course (see Fig. 4 and ref. 11).

Cell types. Retinal ganglion cells appear in distinct functional types, and we

took care to analyse these subpopulations separately. Salamander cells were

classi®ed based on their spatiotemporal receptive ®elds and on responses to

uniform square-wave ¯ashes, as described28. Rabbit cells were classi®ed based

on the spatiotemporal receptive ®eld and the shape of the spike train's

autocorrelation function, following the criteria of ref. 29. Direction-selective

cells produced at least tenfold more spikes to one direction of the moving bar

than to the opposite direction.

Population activity. The pro®le of population activity was evaluated along the

spatial dimension perpendicular to the bars. Each cell's position was de®ned as

the middle of its receptive ®eld, determined by ®tting a spatial gaussian to the

centre lobe of the kernel k(x,t). To estimate the population response to a ¯ashed

bar, the ¯ash was repeated 75 times in each of 15 locations, separated by 33 mm.

For each ¯ash location and each ganglion cell, the ®ring rate following the ¯ash

(Fig. 1a, b) was calculated using a time bin of 2 ms. To compose the ®ring

pro®le at a given time after the ¯ash, each ganglion cell's ®ring rate was plotted

against the cell's position relative to the ¯ashing line. This plot was smoothed by

convolution with a gaussian of standard deviation 20 mm. To estimate the

population response to a moving bar, the stimulus was repeated 50 times, and

each ganglion cell's ®ring rate computed as for ¯ashes, but with a time bin of

15 ms. Then the ®ring rate was plotted against the distance from the bar, and

averaged over all cells.
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Pyramidal neurons in layer 5 of the neocortex of the brain extend
their axons and dendrites into all layers. They are also unusual in
having both an axonal and a dendritic zone for the initiation of
action potentials1±6. Distal dendritic inputs, which normally
appear greatly attenuated at the axon, must cross a high threshold
at the dendritic initiation zone to evoke calcium action
potentials1,7 but can then generate bursts of axonal action poten-
tials. Here we show that a single back-propagating sodium action
potential generated in the axon8 facilitates the initiation of these
calcium action potentials when it coincides with distal dendritic
input within a time window of several milliseconds. Inhibitory
dendritic input can selectively block the initiation of dendritic
calcium action potentials, preventing bursts of axonal action
potentials. Thus, excitatory and inhibitory postsynaptic poten-
tials arising in the distal dendrites can exert signi®cantly greater
control over action potential initiation in the axon than would be
expected from their electrotonically isolated locations. The coin-
cidence of a single back-propagating action potential with a
subthreshold distal excitatory postsynaptic potential to evoke a
burst of axonal action potentials represents a new mechanism by
which the main cortical output neurons can associate inputs
arriving at different cortical layers.

Triple recordings were made on two sites of the apical dendrites
and the somata of layer-5 pyramidal neurons (Fig. 1a). Sub-
threshold excitatory-postsynaptic-potential(EPSP)-shaped poten-
tials in the distal apical dendrites were strongly attenuated as they
spread to the soma (Fig. 1b). Back-propagating action potentials
from the axon reached the distal dendritic tufts (Fig. 1c) where they
caused an in¯ux9 of Ca2+. However, single sodium action potentials
(Na+-APs) initiated in the axon do not evoke a calcium action
potential (Ca2+-AP) in the dendrite1,3,4,6±9 (Fig. 1c). The com-
bination of a subthreshold EPSP-shaped distal dendritic potential

(Fig. 1b) and a back-propagating action potential (Fig. 1c) elicited a
Ca2+ and Na+ action potential complex in the dendrite (Fig. 1d;
n � 27) that resulted in 2±3 (2:2 6 0:1; frequency: 101 6 8 Hz)
Na+-APs at the soma. This back-propagating action potential
activated Ca2+ spike ®ring (BAC ®ring) was evoked with 1.1 nA
(60.1 nA) peak current injection at a distal dendritic location
(average 693 6 18 mm from soma). This was only half the current
amplitude (49 6 4%; n � 27) that evoked a comparable Ca2+-AP in
the absence of a back-propagating action potential (Fig. 1e). In the
neuron shown in Fig. 1d, the current needed was only 0.3 nA (25%
of threshold). The threshold dendritic current for BAC ®ring was
typically less than the threshold for eliciting a Na+-AP using the
same-shaped current injection at the soma, suggesting that the
dendritic component requires fewer synaptic inputs than are needed
for axonal Na+-APs (possibly less than ten inputs1).

The optimal time for eliciting a Ca2+-AP with dendritic current
injection was 3±7 ms after the somatic action potential. At
threshold, the time interval (Dt) for evoking BAC ®ring was very
narrow. Here, dendritic current injection given at Dt values of 3, 7
and 11 ms (Fig. 2a±c, respectively) elicited BAC ®ring only at
Dt � 7 ms. The average threshold for BAC ®ring was measured at
5-ms time intervals (Fig. 2d; n � 8) and revealed a sharp minimum
at Dt � 5 ms. The threshold for BAC ®ring rose sharply for delays of
over 5 ms, and was even higher than the threshold for eliciting a
Ca2+-AP in the absence of a back-propagating action potential for
delays of 10±130 ms. This shows that the generation of a Ca2+-AP is
greatly facilitated if the dendritic EPSP and axonal action potential
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Figure 1 Coupling of a back-propagating action potential (AP) with distal

subthreshold current injection. a, Reconstruction of a biocytin-®lled pyramidal

neuron, with the recording pipette positions shown symbolically (770 mm from

soma in red, 400 mm from soma in blue and one at the soma in grey). Cortical

layers are indicated on the left. Scale bar, 200 mm. b, Current injection of 0.3 nA

(peak amplitude) at the distal pipette (red trace, bottom) in the shape of an EPSP

produced a signal of only 1.4mVat the soma. It did not reach threshold for either a

Ca2+-AP or a Na+-AP. Istim refers to traces representing current injected and Vm to

potential recorded. Positive current causes intracellular depolarization. The

colour indicates the corresponding electrode in the diagram. c, Threshold current

injection at the soma (black trace labelled Istim) evoked an AP that reduced in

amplitude but increased in width in the dendrite. d, BAC ®ring. The combination of

these injections of current (used in b and c) separated by an interval (Dt) of 5ms

evoked a burst of APs following the onset of the Ca2+-AP in the distal dendrite. (Dt,

time between the onset of each pulse.) Scale bars in c also apply to b and d. e, A

similar dendritic Ca2+-AP could be evoked by a larger (1.2 nA) current injection

alone at the distal dendritic electrode, as shown previously1.




